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•  Background: Multimodal music generation — creating music from text,

images, or video, with applications in film, games, and XR.

• Problem: Existing methods suffer from limited data, weak cross-modal

alignment, and lack of controllability.

•  Motivation: We propose explicit cross-modal bridges (text bridge +

music bridge) to improve alignment and enhance user control.
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• MTV-24K: A curated video–music dataset with fine-grained alignment, 

used for training visual-to-music description.

• MT-512K: A large-scale text–music dataset (500K+ pairs) with rich 

annotations, forming the foundation for retrieval-augmented generation.

• Text Bridge (MMDM): Translates visual inputs (image/video) into

structured music descriptions, serving as the semantic bridge.

• Music Bridge (Dual-track Retrieval): Broad retrieval provides

melody/rhythm reference; targeted retrieval offers controllable attributes

like genre, mood, tempo.

• Explicitly Conditioned Generation (ECMG): Diffusion Transformer +

ControlFormer, integrating both bridges for high-quality and controllable

music generation.
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